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ABSTRACT
We present mechanical sympathy as a generative design concept for
cultivating somaesthetic relationships with machines and machine-
like systems. We identify the qualities of mechanical sympathy us-
ing the design case of How to Train your Drone (HTTYD), a unique
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human-drone research product designed to explore the process by
which people discover and co-create the somaesthetic potential of
drones. We articulate the qualities – (i) machine-agency, (ii) oscilla-
tions, and (iii) aesthetic pursuits – by using descriptive and reflective
accounts of our design strategies and of our co-creators engaging
with the system. We also discuss how each quality can extend soma
design research; conceptualizing of appreciative, temporal, and
idiosyncratic relationships with machines that can complement
technical learning and enrich human-machine interaction. Finally,
we ground our concept in a similar selection of works from across
the HCI community.

CCS CONCEPTS
• Human-centered computing→ Interaction design theory,
concepts and paradigms.
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1 INTRODUCTION
The design of machines typically stems from a culture of standard-
ization [14, 18], control [49, 101], prediction [48, 76] and human
behaviour models [47, 100]. Such design principles often emerge
from the development of machines for military, industrial, or com-
mercial contexts (e.g., aviation, factories) where themotivations and
goals are relatively well-defined and a successful design might be
evaluated bymetrics such as error rates, predictions or through stan-
dardized qualitative evaluations [55]. This culture has impressed
upon other design practices – notably those in human–robot in-
teraction (HRI) and human–drone interaction (HDI) – a tendency
to converge on generalizeable design frameworks or metric-driven
solutions [43, 44, 83]. For example, in HRI, interactions are often
evaluated on parameters such as safety [65], trust [15, 66], and emo-
tion recognition [57]. However, as novel technologies increasingly
migrate into domestic and social contexts [8, 35], it is becoming
apparent that these research trajectories are not flexible enough to
absorb the reality of our complex and dynamic relationships with
machines [10, 33, 129]. While some in HRI have approached this
complexity through participatory [4] and ethnographic methods
[16, 30, 31, 68], here, we identify space for a somaesthetic approach
to the design of machines and machine-like technologies.

We are human–computer interaction (HCI) designers who are
interested in designing for human–machine relationships. For our
purposes, we focus on machine-like systems, including robots and
drones that are machine-like in form rather than strictly humanoid
or zoomorphic [2, 93]. Through soma design [51], we consider the
somatic and appreciative relationships that can evolve with such
machines, and how we might design to cultivate such relation-
ships within increasingly intimate human-machine entanglements
[32]. We identify Mechanical Sympathy as a process that leads to a

cumulative appreciation of a machine; a synergy with, or bodily un-
derstanding that someone can develop of, a machine that mutually
shapes how the human and machine can act together. Mechani-
cal sympathy as a concept embraces the dynamic and intractable
complexities of human–machine interaction and allows for explicit
shaping of a given human–machine relationship. This, we argue,
can be a fruitful and generative design concept when designing for
deep somaesthetic relationships with machines.

We extend the soma design program with the design concept
of mechanical sympathy. We articulate the qualities of mechanical
sympathy using the design case of How to Train your Drone1 (HT-
TYD), a unique human-drone research artefact designed to explore
the process by which people discover and co-create the somaes-
thetic potential of drones See Figure 1). We describe three qualities
of mechanical sympathy: (i) machine-agency, (ii) oscillations, and
(iii) aesthetic pursuits. We also identify five ways the concept of
mechanical sympathy can contribute to soma design practice by
conceptualizing the somatic relationships between humans and
machines. Further, we reflect on how designers might set the con-
ditions for experiences of mechanical sympathy to evolve with
machines. Finally, we ground the concept of mechanical sympathy
in similar and tangential works from across the HCI community.

2 RELATEDWORK
Here, we present an introduction to somaesthetic interaction de-
sign, the pop-culture origins of the term mechanical sympathy, and
connect to related works in human–machine interaction.

2.1 Soma Design
Somaesthetic appreciation is a cornerstone of somaesthetic interac-
tion design – or soma design; a design practice that centres on the
living, purposive, sentient body [51]. It adopts the philosophical
perspective of somaesthetics, which argues that by attending to
our bodies and enhancing our capacity to experience the world,
we can enrich our capacity for rich, meaningful experiences [104].
We take this to mean that cultivating somaesthetic appreciation
allows us to reflect on which experiences hold value to us [37]. In
essence, the process of somaesthetic cultivation asks us to reflect
on the ways in which we desire to live.

Within soma design practice, there are many methods of attend-
ing to one’s soma that implicitly ask us to reflect on the experiences
that hold value to us. This can include extended engagement in a
somatic practice [29, 64, 71] that enhances our bodily or somatic
expertise, or becoming attuned to somatic experiences such as
breathing [56, 118, 120] that might reveal a previously unnoticed
habit. Other methods seek to more explicitly foster such reflection,
such as by estranging or defamiliarizing a habitual way of engaging
with our bodies [9, 69], potentially uncovering more desirable ways
of being in the world [37]. Typically, soma designers employ such
methods to enhance their own somaesthetic appreciation. This al-
lows them to uncover the potential of their socio-digital materials
(the materials and technologies that are being designed) [119], i.e.,
what experiences do we want to create that are desirable?

1This name is a play on the popular children’s books and feature films How to Train
your Dragon by Cressida Cowell.
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Much work in soma design has focused on creating interactive
applications that facilitate this process of somaesthetic apprecia-
tion for others, that is, applications where the “interactions subtly
encourage users to attend to their own bodies, enriching their sensi-
tivity to, enjoyment of, and appreciation of their own somatics” [51,
p. 21]. Technologies designed from the perspective of somaesthetic
appreciation tend to share a similar set of qualities, namely di-
recting attention inwards to the body, making space for reflection
on somatic experiences, an intimate correspondence that follows
bodily rhythms, and providing help to articulate certain bodily
sensations [53]. Somaesthetic appreciation has proven to be a gen-
erative design concept in mental health [127, 128] and women’s
health contexts [109, 111], as well as in developing interactive [59]
and performance art [45].

The Soma Mat and Breathing Light are two well-known design
exemplars [114]: One lies on the Soma Mat and underneath the
Breathing Lamp. The Mat gently applies heat to different parts
of one’s body while a pre-recorded voice invites one to compare
the sensations. The dome and low curtain create of the Breathing
Lamp enclose one’s upper body while the intensity of the light
it synced to one’s breath. Together they make space for one to
become aware of one’s own body; and develop an understanding as
to why it feels the way it does – and in what ways one might like
to change oneself. We draw on this approach here, with a focus on
the somaesthetic potential of drones. However, instead of a heavily
facilitated approach of somaesthetic cultivation (such as that offered
by the Soma Mat and Breathing Light, or even through somatic
connoisseurship [94]), we adopted a position more akin to somatic
co-creation [51]. We offered a somaesthetically designed artefact
but left the details of the interaction more ambiguous [38], with
the intention of allowing our co-creators to undertake their “own
path” to uncovering the experiences they found desirable.

Finally, we understand the soma as “living, purposive, sentient,
perceptive body, in which movement, body, emotion, cognition, per-
ception, and sociality are tightly interlinked” [51, p.14]. This way
of understanding ourselves rejects the idea that the mind controls
the body and embraces instead “our double status as object and
subject” [104, p. 28]. It is this resistance towards dichotomies that
opens avenues for soma design to traverse the boundaries between
self-and-other or, in the case of our work, body-and-technology
[52]. There is an emerging body of work that seeks to explore this
relational perspective to our soma and experiences. Höök and col-
leagues show how the interconnectedness between perspectives is
key to engaging with the soma in design practice [52]. Karpashevich
and colleagues use a postphenomenological lens to understand the
entangled perspectives that emerge between humans and wearable
technologies [58]. Garrett and colleagues examine how aesthetic
and ethical appreciation emerge from a body entangled through
intercorporeal and material/technological relations [37]. Finally,
Ståhl and colleagues show that engaging in soma design is a matter
of “intra-action” [6] or somatic exchange between designers and
their design materials [115], and further, that this somatic exchange
continues with those who come to interact with such technologies,
often leading to transformative experiences [113]. Our work is situ-
ated in this space, extending soma design practice using a relational
perspective between humans and machines. To this end, we draw

inspiration from autobiographic accounts concerning relationships
between car, driver and mechanic.

2.2 Mechanical Sympathy in Popular Culture
The term mechanical sympathy originates in motor sports. It is
loosely used to describe a "felt sense" of how to race a car smoothly,
consistently, and at speed. Formula One driver Sir Jackie Stewart
described how he felt an attunement to the limits of his car’s ad-
hesion to the track, enabling him to corner at maximum possible
speed [112]. Peter Brock, an endurance racer, explained that he felt
sensitized towards changes in his car, allowing him to anticipate the
failure of various components and increase the longevity of his car
[23]. These descriptions reflect a tacit knowledge – a way that these
drivers "feel" their cars as a way of understanding what they can
do, identifying issues to communicate to engineers and mechanics,
and describe how they want their cars to feel when driving [80].
It reflects a view that purely technical or mechanical knowledge
alone is not sufficient to make one a "good driver" [112], rather it
also entails a felt sense – mechanical sympathy – towards driving
a vehicle. We view mechanical sympathy as a process – something
that is developed and enacted through constant engagement with a
machine – rather than a talent. It is a cumulative process by which a
driver makes sense of what their machine is doing and, in doing so,
cultivates a profound aesthetic appreciation of how their machine
should "feel".

2.3 Human–Machine Interaction
We contrast this perspective to an existing body of work on manual
and embodied control for machine design [19, 55, 99]. Though these
approaches share some phenomenological similarities to soma de-
sign [77, 97, 98], there is little emphasis here on the aesthetic or
appreciative relationships that can be cultivated with machines.
Much of this research takes place in technologically mature con-
texts, such as aeroplane cockpits [76], and embodied extensions,
such as tele-robotics [99] or robotic prostheses [19]. These contexts
have relatively well-defined motivations and measurable goals (e.g.,
low stress in the cockpit, able-bodied mobility) and the design
process focuses on optimisation and error reduction, with com-
plexity seen as a problem to be managed [49]. Despite the tightly
coupled relationship between pilot and plane, the emphasis is on
standardization [18]. A pilot’s experience of the plane, for example,
is communicated in a largely objective fashion [40], with little room
for the subjectivity and aesthetics of their experiences.

Though there is clearly not a firm boundary between interactions
that strive to be functional and the cultivation of an aesthetic appre-
ciation (such as is evident in the example of race car driving), we see
an emerging interest across the HCI community – especially among
designers who work with robots and drones – to explore more de-
signerly approaches to crafting rich experiences with technologies
that have emerged from these cultures of standardized machine de-
velopment [35]. For example, as drones (originating from a typically
military context) have moved into increasingly domestic and social
contexts [8], there is a growing interest in exploring the aesthetic
potential of such technology. Examples include exploring the role
of drones with children in the home [33], as companions [36], and
designing drones to engage in somatic practices such as breathing
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[34] and tai chi [64]. Though body-based interaction (akin to soma
design) has long been of interest to the human–drone interaction
community [117], with gesture and touch in particular being ex-
plored as a potential modalities of controlling drones [3, 13], such
research has often pushed for “natural”, effective, and functional
interaction rather than delving into aesthetic complexity and nu-
ance. Our research joins a growing body of work that explores the
aesthetic potential of interactive drones [27, 36, 61, 62] and their
potential role as creative technologies [26, 27].

Here, we delve into a complementary design space for machines
and machine-like agents – one that embraces the complexity of
machines and the subjectivity surrounding interactions as a re-
source for rich human-machine relations. Further, we do not see
our aesthetic-driven enquiry as distinct from technical skill or profi-
ciency. Looking back to the early days of flying machines, the shape
of a plane and its cockpit were yet to be standardized, and data
collection was limited to conversations between pilot and engineer.
“Working side by side during design and development and sharing
the roles of flight test engineer and test pilot, Wilbur and Orville [the
Wright brothers] avoided problems of communication that would in
later years mark the interdependence of these roles” write Harper and
Cooper [40, p. 517]. Similarly, many professional race car drivers
begin their careers playing both driver and mechanic [80], similar
to how any mechanic maintains, restores, or creatively modifies a
car [84, 108]. Alongside Sondoqah and colleagues, we argue that
somatic engagement with machines can complement and augment
other forms of learning [110].

Our exploration and articulation of mechanical sympathy is
situated at the intersection of these emerging bodies of work. We
adopt a relational perspective towards the soma [52] and interactive
technologies [32], and strive to approach machines and machine-
like agents – in this case, drones — in terms of their aesthetic and
creative potential [35].

3 METHOD
To ground our conceptual development of mechanical sympathy,
we present the design and deployment of HTTYD; a system where
we invited three people to be somatic co-creators [51], exploring the
creative potential of drones, contemplating potential futures [7],
and reflecting on the kind of experiences they desired to pursue.
Here, we describe the method by which we arrived at our articula-
tion of mechanical sympathy. This entails (i) our research through
design methodology, (ii) a brief overview of design process, (iii) our
choice of design outcome - a research product, and (iv) our horizon-
tal grounding of the concept in similar design cases and tangential
works. We offer a fuller description of the finished product and its
deployment in Sections 4.1 and 4.2.

Research through Design. Mechanical sympathy emerged from a
research through design methodology [130], wherein part of our
contribution develops through the synthesis of related work, part
develops from our actual practices of making and designing [88],
and part emerges from our co-creators interacting with our artefact-
as-enquiry (the HTTYD system) [82]. These three facets are how
Fallman and Stolterman characterize rigorous design research – an
informed design exploration, a design practice, and a design study

– that seeks to explore new directions, new technology and pro-
duce knowledge that might broaden the existing design space [28].
Such knowledge can be expressed and articulated in many different
forms, sometimes referred to as intermediary knowledge, such as
annotated portfolios [70], strong concepts [54], design methods, or
design principles. We contribute mechanical sympathy as a design
concept with three distinct qualities, which may be of interest to
other designers exploring the space of human–machine relations.

Design Process. As this paper focuses on the conceptual develop-
ment of mechanical sympathy, we offer a shorter overview of our
design process. (A comprehensive description of the design process
is available in [63] and [60].) We began by employing soma design
methods [51], such as body storming [78] and embodied sketching
[73], to delve deeply into how the drone could move and respond in
ways that prompted curiosity and exploration. Once certain move-
ments or responses piqued our interest, we employed technological
explorations [119] to see whether they could be designed for with
the drone. Certain movements or responses where discarded for
not having the right "feel", whilst others where adapted to limi-
tations in the drone hardware (e.g., flight time, in-flight stability).
This stage of the design process was guided by first author Joseph’s
autobiographical accounts of maintaining old cars and racing go-
karts, which were recollected and documented prior to the design
process. These accounts were rich in tensions between function,
performance and aesthetics. We combined this approach with prod-
uct design engineering methods [20]. The drones were visually
inspired by marine life from the deep sea, particularly the cnidaria
phylum 2, to create a form that expressed equally plant, animal, and
machine-like qualities. These visual considerations were combined
with the limitations of the drone hardware (e.g., weight distribution,
structural integrity). The final design emerged as an ambiguous,
almost alien-like body that invites our co-creators to reflect on and
interpret its form (See Figure 2).

Research Product. The outcome of this process was a research
product; an independent, finished artefact designed to be deployed
for longer periods without extensive upkeep from researchers [82].
Our approach is inspired by other work where research products
have been deployed effectively to investigate the relationships be-
tween humans and technologies [41, 42, 72, 124, 125]. The aim of
this research product was to invite our co-creators to uncover the
aesthetic potential of drones through open exploration. Evidently,
the essence of designed artefacts is that there will always be sedi-
mented movements and ways of interacting with it embedded in the
design [91, 121], so care was taken to balance scoping the interac-
tion within the limits for the technology (e.g., how the drones could
move), pre-defining some aspects of the interaction (e.g., one would
control the drone using their hands), and maintaining ambiguity in
the interaction (e.g., for what purpose they could use this system)
[38]. To aid the reader in understanding the empirical grounding
of mechanical sympathy, we describe how one interacts with the
research product separately in Section 4.1, and in Section 4.2, we
detail the context in which the system was deployed as well as the
analysis we used to articulate these qualities.

2Cnadaria phylum refers to a large group of marine animals including corals, hydras,
jellyfish, sea anemones, and many other species.
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Figure 2: How to Train your Drone. Top: The charging station with the different drones and hand-sensors docked on top. Bottom
left: The 3D printed material of the charging station. Bottom right: The hand-sensors that can be attached to the hands.

Articulating and Validating our Design Concept. In line with Höök
and Löwgren’s recommendation [54], as we articulate the qualities
of mechanical sympathy in Section 5, we ground ourselves vertically
by connecting to theory and existing literature. Finally, we ground
mechanical sympathy horizontally in a selection of other works
from across theHCI community, including the VeryNervous System
[89], Freaky [67], Suspended Circles [5], and Metaphone [106]. We
describe these works in Section 6, illustrating how they relate to
the design concept of mechanical sympathy.

4 DESIGN CASE: HOW TO TRAIN YOUR
DRONE

Here, we describe our design case: the HTTYD system and the co-
creation process we use to ground our articulations of mechanical
sympathy.

4.1 System Description
HTTYD consists of a collection of movement-controlled drones
that can recognize and respond to certain positions of one’s hands.
To create a distinct "feel" to each machine, the drones have varia-
tions on their flight behaviors; requiring more precision in position-
ing, needing longer training times, allowing for more freedom of
movement, or being quicker to learn and respond. The system also
consists of a pair of hand-sensors attached to finger-less gloves that
function together within a tracked indoor flight environment. The
system operates from a laptop; a client used to track the drones and

hand-sensors within the flight space, and a graphical user interface
(GUI). A custom-built charging station is used to charge the drones
and the hand-sensors. To explain how these parts come together,
we divide the description into launching the drone, training it to fly
in certain patterns, holding and moving with the drone, catching
and realising it, and finally, landing. Further, a video showing the
HTTYD system in motion has been included in the supplementary
material to this paper.3

Launching. The tracked flight space is initialised by switching
on a pair of infrared lasers that monitor the flight environment.
Then, the chosen drone and the two hand-sensors are placed on
a flat surface such as a table or floor within the tracked space
environment. After switching the drone on, it makes a melodic tone
to indicate that the automatic pre-flight check has been successful.
The hand-sensors can then be attached to the finger-less gloves
worn on the hands. The drone is launched using the GUI. After a
successful launch, the drone rises to a specified height and spins in
place along its vertical axis while producing a rhythmic clicking
sound akin to that of a Geiger counter.

Training. Within tracked space, the system constantly monitors
the position of the two hand sensors and the drone. Remaining
still for a length of time within the tracked space causes the sys-
tem to save the position of the two hand sensors (relative to the
drone) as a position. Holding the hands still causes the drone to

3The code repositories are is available at [21, 22]
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spin progressively slower and coming to a stop while the clicking
sound becomes faster and coalesces into a rising tone. Once the
position is successfully saved, the drone turns to face the person
and hover in place, no longer spinning or producing a tone. We
use the word "train" in the spirit of the pop culture reference that
inspired the name of the project (How to Train your Dragon). The
system does not employ machine learning or datasets to facilitate
the interaction. Instead, it is "trained" by saving the co-ordinates
of new positions. These saved coordinates accumulate around the
drone (See Figure 3). This allows for the drone to be "held" in differ-
ent positions. The points do not change the underlying behaviour
of the drone, but they shape the overall interaction by enabling
new movement possibilities.

Holding. Holding a position means the person is holding their
hands close enough to those same relative points that were cre-
ated when the position was first trained. Multiple positions can be
trained with the drone. The position currently held by the person is
called an active position. Only one position can be active at any one
time. When a position is being held, the drone remains hovering
in place, facing the person. Any relative positions saved by the
system, but not currently being held, are called dormant positions
(See Figure 3).

Moving. Each position is made of two points that are always
relative to the drone. These points are surrounded by a "bubble":
As long as the hand-sensors remain within the bubble, the drone
continues to be held in that position. This enables the person to
move without releasing the drone. For example, if the person moves
their hands left within the bubble, the drone also follows to the left,
changing its position to maintain the relative distance (See Figure
3). This allows the person to move the drone in any direction. The
diameter of these bubbles varies for each drone in the collection,
changing their interaction characteristics.

Catching and Releasing. Moving either hand out of its bubble
will release the drone and it will return to spinning in place. This
position then becomes dormant. A dormant (i.e. previously trained)
position can be found by moving the hand sensors back into the
bubbles that surround the two points that make up the position,
thereby "catching" the drone.

Landing. Once the battery drains, a red warning indicator lights
up on the drone. The drone lands itself by descending directly
towards the ground. The battery allows a flight time of up to seven
minutes. A twin drone with identical positions is available to use
immediately. This extends the possible flight time within a single
session to fourteen minutes.

4.2 System Deployment
The HTTYD system was deployed into a shared house over the
course of a month. The system requires that a flight environment
be in place in order to fly the drones, which was prepared in a
common area of the household, allowing all co-creators to access
the system and take turns flying their drones. The study received
ethics approval from the Royal Melbourne Institute of Technology,
Australia (RMIT).

Co-Creators. Our three co-creators were Nora, Justin, and Tom
(pseudonyms). Nora is a 29-year-old lead service designer at a
mental health care provider. Justin is a 30-year-old operations lead at
a biomedical engineering laboratory. Tom is a 30-year-old machine
learning engineer at an artificial intelligence hardware company.
Each was given a drone with different flight characteristics, shown
the basic operation of the system, and told to explore whatever
they felt like doing with the drone. This direction was purposefully
vague to make space for each to approach the system in their own
way.

Flight Sessions andData Gathering. Weencouraged our co-creators
to begin flight sessions by undertaking a body scan and completing
a body sheet. Body scans are employed in soma design as a method
of sensitising oneself to their body [119] – through sketching, color,
or words – noting down any experiences they found their attention
drawn towards [17]. After engaging with the system until the bat-
tery was drained, co-creators could continue with another drone
(with identical memory) or choose to complete the remainder of
their body sheet. Midway through the study, we encouraged co-
creators to fly each other’s drones. Finally, a comprehensive semi-
structured exit interview was conducted. We asked co-creators to
record their individual and shared flight sessions on audio and
video devices we provided. The final extended interviews were
audio-recorded.

Data and Analysis. Nora, Justin, and Tom each provided us with
six recordings of their flight explorations (five individual and one
shared), one short interview before the study (average 15 minutes),
one long exit interview at the end of the study (average 60 minutes),
as well as reflections captured on camera and periodic conversations
with the research team. In total, Nora, Justin, and Tom created 24
body-sheets, 9 hours of interview data, and approximately 5.5 hours
of flight footage.

We transcribed the recorded interviews and any conversation/
commentary captured on video.We began by conducting a thematic
analysis [12] of the audio, video, and transcriptions. Our analysis
was heavily informed by our position as soma designers, as we
focused closely on our participants’ movements while interacting
with their drones, how they articulated and described their felt
experiences, and what they wanted to do with the drone. First,
the two first authors individually watched the video recordings
of each flight sessions, in chronological order from the beginning
to end of the study. They then each made a first pass through the
interview data, reading and listening to the transcribed interviews
in chronological order whilst adding our initial descriptions to
the data. Following this, they each watched the video recordings
again, using Adobe Premiere Pro to cut and add descriptions to the
videos, including notable moments specifically mentioned in inter-
views or on body-sheets. Example of notable moments included
our participants experimenting with new ways of moving their
drones or trying to make sense of breakdowns or unfamiliar drone
behaviours. They each then made a second pass through the inter-
view data, adding more detailed descriptions and cross referencing
to descriptions in the video data. Finally, they each made another
pass through both sets of data to group these descriptions together.
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Figure 3: A figure holds active points (red spheres) and is pulling the drone in towards their body. An accumulation of active
points (red) and dormant points (grey) are connected to the drone, and therefore always move with it. The drone aims to
minimise the displacement between its active points and the hand position, but only when the hand positions are within the
active point’s red spheres.

The third and fourth author contributed to conceptual develop-
ment by discussing the analysis process and key ideas as the work
unfolded.

During this process, we noted that Nora, Justin, and Tom each de-
veloped distinct relationships to their drone. Therefore, we grouped
these descriptions in two different ways. One set of grouped de-
scriptions focused on each individual’s reflections and a second set
of grouped descriptions focused on notable commonalities between
all the reflections. The first and second author, then, met to compare
and discuss their individual analyses, collating the findings, and
tightening the individual descriptions. At this point, they decided
to shift away from themes as a way to present the findings, and,
instead, to draw on storytelling as a narrative methodology [74, 79]
to present Nora, Justin, and Tom’s individual stories. Storytelling
has been employed successfully by Ståhl and colleagues to discuss
the transformative potential of somaesthetic experiences [113]. The
first and second author returned to the data to construct a story arc
for each of our co-creators, each of whichwas drafted and re-drafted
several times. These three stories are intended to uncover the rich
aesthetic value of allowing unique and individual human–machine
relationships to flourish. Our co-creators reviewed the drafts and
affirmed that their experiences were accurately represented. They
also consented for their photographs to be used in research dissem-
ination. Finally, all the authors discussed the stories. We draw on

extracts from these stories to articulate the qualities of mechanical
sympathy.

5 ARTICULATING THE QUALITIES OF
MECHANICAL SYMPATHY

Mechanical sympathy joins a growing body of work that demon-
strates how cultivating somaesthetic appreciation is neither a solely
isolated nor inward-looking practice [37, 52, 113, 115]. Rather, cul-
tivating the soma entails a fundamentally relational appreciation of
our situated relationships with the people and technologies around
us [37].

Mechanical sympathy is a process that leads to a cumulative
appreciation of a machine; a synergy with, or bodily understanding
that someone can develop of, a machine that mutually shapes how
the two can act together, focusing on felt experience, or how a
machine comes to be ‘experienced from the inside’ as opposed to
‘controlled from the outside’ [50]. We focus deeply on the case
of HTTYD, using it to ground and articulate the qualities that
characterise mechanical sympathy before we present other similar
cases in Section 6. We describe three intertwined qualities – (i)
machine-agency, (ii) oscillations, and (iii) aesthetic pursuits – and
demonstrate how the design of HTTYD helped to foster mechanical
sympathy. In each case, we show how our co-creators cultivated
and experienced mechanical sympathy with the system. Finally, we
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show how this understanding of human–machine interaction can
extend soma design as a relational practice and augment the soma
design program with a means of conceptualising and designing for
a somatic entanglement between a human and a machine or an
agent, such as a drone or a robot.

5.1 Machine-Agency
The first quality of mechanical sympathy is that a machine exhibits
some form of machine-agency, i.e., has a capacity to mutually shape
the person using them. Even simple artefacts and interaction can
shape one’s body [51]. In this way, we find ‘agency’ a useful to term
to describe this capacity without claiming that a machine’s agency
is tantamount to human agency [11]. Rather, we view an agent as
“anything that can be viewed as perceiving its environment through
sensors and acting upon that environment through effectors” [92, p.34].
We also do not find that systems need to be autonomous to have
machine-agency. In fact, the ambiguity between whether a human
or a machine is in control of an interaction can be a fruitful design
resource [63]. In the design of HTTYD, we found that accentuating
this machine-agency was key to fostering mechanical sympathy.
We made purposeful design decisions focused on (i) capabilities
and limitations, (ii) change, and (iii) difference. We now describe
each in turn.

5.1.1 Capabilities and Limitations. Mechanical sympathy en-
tails cultivating a somatic sensitization and responsivity to-
wards the capabilities and limitations of a machine, which
allows for the deconstruction and reconfiguration of the dif-
ferent possibilities for interaction.

Designing for capabilities and limitations: As we previously men-
tioned, the drones were designed with different flight characteris-
tics that accentuated their machine-agency. Each drone was pro-
grammed with different training times, manoeuvrability, launch
height, and spin rate, all of which have implications for how each
drone moves and behaves. In practice, this meant that each drone
had "quirks" that our co-creators would come to appreciate as char-
acteristic of "their" drone, that is, requiring more precision to move
or being slower to train. Purposefully accentuating this machine-
agency, for instance by making the drone more or less resistant to
certain actions, helps create space for mechanical sympathy to be
fostered. This is seen clearly in Justin’s experience with his drone.

Justin’s story: Justin was given the drone which was most dif-
ficult to move. “It was interesting” he reflected after his second
session, “I found that, when moving to the side, it’s quite difficult.
It’s quite easy to move up and down, because the drone doesn’t get in
the way, but when you’re moving laterally, unless [the drone] moves
across with you, then you’re going to bump your hand into it.” The
limited manoeuvrability of his drone prompted Justin to develop a
deeper understanding of how he could move with his drone and
also to sensitize himself towards his own movements. Justin came
to move his body in a highly coordinated manner. He began to
appreciate that, to be able to move with the drone, he needed to
coordinate his whole body to support the lateral movement of his
hands. To move left, for example, rather than moving from the
shoulders or the hips, Justin would cast a pointed left foot out to
the side while placing his weight on a firmly planted right foot.

He would then slowly shift his weight onto his left foot, keeping
his arms still, as his torso glided to the left (See Figure 4). As he
explained: “I have to move very slowly. Otherwise, I lose the drone.
I was moving my legs very slowly and very deliberately putting my
toes down on the ground in order to stabilize myself.” Here, we see
the enhanced somatic sensitivity that Justin cultivated with his
drone (an awareness of its capabilities and limitations) and how
Justin came to be shaped by his drone’s machine-agency; moving
his body in different ways to compensate for the limitations of the
drone and, thereby, reconfiguring the possible ways for them to
move together.

First Extension: A cornerstone of soma design is the understand-
ing that somaesthetic appreciation can yield a greater appreciation
of our somatic capabilities and of the limitations of our bodies – and
how such capacities can be improved. Some somatic practices, for
example, primarily focus on slow deconstruction and reconstruc-
tion of certain movements, thereby rendering a greater appreciation
of the body, such as the aches, pains, or harmful habits that may
constrain the body [29]. This, in turn, allows for the discovery of
better ways of moving and enhances our somatic capabilities by
reconfiguring the boundaries of what may be limiting our capacity
to act. By adopting a relational perspective, mechanical sympa-
thy offers soma design a way to conceptualise, engage with, and
design for appreciative relationships with machines. Our somatic
capabilities and the limitations of our bodies can be considered
as situated within the relationship between human and machine
[122], shifting the focus of appreciation from "turning inwards"
[53] towards moving back and forth between human and machine
perspectives. This makes space, not only for the felt experience
of one’s own soma, but to experiencing oneself in relation to the
machine, as a means of somatically making sense of it, and even as a
way of experiencing oneself through it [58]. From HTTYD, we have
learned that purposefully accentuating a machine’s capabilities and
limitations can be a productive design strategy to foster mechanical
sympathy.

5.1.2 Change: Mechanical sympathy entails appreciating grad-
ual changes to the machine, which allows for an evolving,
temporal, and singular relationship.

Designing for change: The HTTYD system was explicitly de-
signed to enable gradual and accumulative change. The drones
were programmed to be trained: to remember, recognise, and re-
spond to different positions of the hands. Our co-creators were
offered the option of either searching for and catching a previously
trained position or to train an entirely new position where the
drone can be held. As points are trained into the system, the drone
gradually evolves. This allows for an accumulation of points around
the drone, extending and changing the potential for interaction.
Over time this results in not only a situated history of how the
drone has been held in the past – unique to each individual – but
constantly changing options of how to hold it in the future. This is
seen clearly in Tom’s experience with his drone.

Tom’s Story: During the study, Tom focused on choreographing
a sequence of movements that he could flow through with his drone.
His sequence started with the drone at eye level and held at arm’s
length. He, then, pulled the drone down and inwards towards his
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Figure 4: Justin demonstrating how he typically moves the drone left and right; using his toes to smoothly shift his weight
from one leg to another. The drone’s position changes very little in relation to his body.

navel, before pushing it down and up again from head height, then
opening his arms outwards to full span, while keeping the drone still
in front of his chest, and, finally, closing his arms inwards to return
himself and the drone to starting position. Tom’s repetitive and
structured approach allowed changes to Tom’s body to manifest in
the drone. For example, during an early session, he highlighted the
left side of his upper back, writing “muscular pain through shoulder
blade and trap”. He, then, went to train a position that placed the
drone in front of him, with his outstretched hands either side at
shoulder height. However, because of this muscular pain, his left
hand was further from the drone than his right. In later sessions,
Tom would repeatedly use this position to push the drone down.
Each time, the drone would move slightly to the left which would,
in turn, pull his body further to the left (See Figure 5). He reflected:
“I felt my body mirroring what the drone is able to do. I felt that I’m
opening up new vistas and new possibilities to movement. I wasn’t
expecting it to have that level of control [over me] – actually feeling
restricted and feeling quite mechanical in my movements, then that
loosening up. It was quite embodied, being so embodied was a surprise
to me.” Here, we see the enhanced somatic sensitivity that Tom
cultivated with his drone (an awareness of how the drone changed)
and how Tom came to be shaped by those changes to his drone;
appreciating that his body could move in different ways as new
possibilities opened up to him.

Second Extension: Somaesthetic appreciation foregrounds change.
Change, in the form of somatic transformation [113] or meliorative
improvement [104], can be considered the pursuit of the somaes-
thetic project and is at the heart of cultivating appreciation. If
change can be encouraged, then this appreciation can focus on
small changes that reveal the temporal nature of our bodies, dif-
ferent circumstances or contexts in which we find ourselves, and
different people or activities with whom we engage. By adopting
a relational perspective, mechanical sympathy offers soma design
a way to consider the temporal, somatic relationship between a
person and a machine. Mechanical sympathy advocates for a slow
and unfolding appreciation of the changes to complex systems –
whether from design developments, maintenance, environmental
factors, or regular use – and how we change with them. This can
lead to a deeper understanding of how our machines might shape
us in desirable and undesirable ways, and lead to healthier entan-
glements with technology [123]. From HTTYD, we have learned
that explicitly enabling these gradual changes – such that hooks

can be used to actively shape the machine – can be a productive
design strategy to foster mechanical sympathy.

5.1.3 Difference: Mechanical sympathy entails appreciating
the differences between machines, which allows for an en-
hanced appreciation of the unique qualities of a machine
relationship.

Designing for difference: In the case of HTTYD, programming
the drones with different capabilities and limitations, as well as
enabling gradual change, allowed for each drone to slowly evolve in
a distinct fashion in relation to an individual body. In other words,
we made space for them to evolve into ‘different’ machines. This
difference could be considered from two perspectives. First, each
point that our co-creators trained into their drone contained ‘traces’
of their individual body, i.e., the way they held their arms, the set
of the shoulders, their height, etc. This meant a different person
might struggle to find that point, even when adopting the exact
same stance. Second, each co-creator became accustomed to their
drone’s quirks, or ways of moving, and learned to move accordingly.
This meant that a person might struggle to move with a different
drone. Encountering a different machine can also foster mechanical
sympathy. This is illustrated when Nora tried to fly Julian’s drones.

Nora’s Story: Nora’s approach to flying her easily manoeuvrable
drone often involved exploring new movements out of curiosity.
Her drone had an "elasticity" that enabled this loose, experimental
style of moving, allowing Nora to repeatedly bounce the drone in
different configurations like a yo-yo. During the partnered session,
Nora tried flying with Justin’s drone. This forced her to rethink the
way she was moving. Despite Justin instructing Nora on how to
move, Nora struggled with Justin’s less manoeuvrable drone: “It
felt similar to my first or second session where I was trying to learn.”
She also carried herself differently (See Figure 6), reflecting that
“I feel like I have tight shoulders from trying to maintain a lot more
control.” When she returned to flying her own drone, she reflected
“That was so interesting going from one to the other. The difference is
just so instantaneously noticeable!” This experience bolstered her
appreciation of the "feel" of her own drone and how it felt to fly.
“I felt like it was more responsive, it encouraged me to move around
more, and be about the space I was in because I did not have to think
about [the drone’s] position. I would not have picked that up until I
was able to compare that to someone else.”
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Figure 5: Tom’s drone pulls to his left as it descends, causing him to follow it in a leftward feedback loop.

Figure 6: When Nora uses Justin’s drone she moves it left and right using a similar weight shifting technique to Justin but
instead taking smaller steps.

Third Extension: Soma design advocates for considering our de-
signmaterials as socio-digital materials: using our somas to discover
the aesthetic potential of the physical and material artefacts we are
designing [119]. This aesthetic potential emerges at the intersection
of the soma and the material [37, 115]. By adopting a relational per-
spective, mechanical sympathy offers soma design away to consider
individual machines as distinctive and idiosyncratic design mate-
rials. As opposed to conceiving of machines as standardized tools
[14], mechanical sympathy advocates for designing socio-digital
machines that are purposefully evolving and shaping a dynamic
relationship [122]. This allows us to not only shape our socio-digital
design materials but explore how they might also shape us, thereby
cultivating intimate and appreciative human–machine relation-
ships. From HTTYD, we have learned that supporting difference
to manifest and be explored can be a productive design strategy to
foster mechanical sympathy.

These three focuses – capabilities and limitations, change, and
difference – where key to how we designed HTTYD to exhibit
machine-agency, or in other words, accentuating the HTTYD sys-
tem’s capacity to help shape co-creation by opening up possibilities
for somatic communication, understanding, and appreciation be-
tween human and machine.

5.2 Oscillations (Perception-Action Sequences)
The second quality of mechanical sympathy is that of oscillations.
This refers to perception-action sequences— indicative of a perception-
action coupling between human and environments [86] – that char-
acterise sense-making of amachine [110]. Oscillations are character-
istic of other processes of embodied sense-making [81], embodied

learning [87], or skill acquisition [25, 46]. However, from a somaes-
thetic perspective, they are also closely tied with traversing the
boundaries between the body and technology [52], and employing
defamiliarization exercises to extend one’s movement repertoire
[9, 126]. Here, we use oscillations to describe the process by which
our co-creators cultivated mechanical sympathy with their drones:
Tom oscillating between movement experiments and experimental
movements to decide how to train his drone, Justin oscillating be-
tween alternating perspectives to make sense of how to move his
drone, and Nora oscillating between the habitual and the unfamiliar
when using a different drone.

Designing to support oscillations: Though we did not design HT-
TYD intentionally to support oscillations – rather we observed
them retroactively in our analysis – we find that certain design de-
cisions likely supported these perception-action sequences. During
the design process, we followed the principle of subtle guidance
[53], focusing primarily on how the drone would respond through
movement over audio-visual feedback modalities (e.g., lights or
beeps indicating a change of state), sparking curiosity and reflec-
tion, without overly drawing attention away from the body. In
hindsight, this resulted in the drones being somatically "readable"
and "writable" [116], wherein perception and action became the
primary sensemaking modality. Only later did we consider this
larger process of somatic sense-making [81]. Unlike the use of sub-
tle guidance to turn one’s attention inwards [114], in the case of
HTTYD, it contributed to guiding attention on a path from the
co-creator to the drone, and back again.

Tom’s Story – Movement experiments and experimental move-
ments: Tom created an entire semi-circle of points trailing from
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Figure 7: (Top) Tom tips his body over while holding the drone. (Center) Tom lunges while holding the drone. (Bottom) Tom
twists his body from the torso while holding the drone.

each side of the drone. He moved his hands through this arc of
points to the outermost point. Tom, then, employed a movement ex-
periment, incrementally moving his hands left and right probing out
where the connection would break. These movement experiments
allowed Tom to probe the boundaries of the movement available to
him. With his arms now at that boundary, Tom engaged in experi-
mental movements to probe the different possibilities for the next
part of his movement sequence. Tom creatively experimented with
the different ways he could move his body. He lent to one side like
a teapot (resulting in the drone breaking contact); took a long step
forward with one foot to drop into a lunge (resulting in the drone
moving diagonally); and twisted his torso from the hips resulting
in the drone moving in an arc). In this process (See Figure 7), we
see an example of Tom making sense of the aesthetic possibilities
available to him and reflecting on the ways he wanted to act (i.e.,
move with the drone).

Justin’s Story – Alternating perspectives: Justin explored how to
move his drone up-and-down and side-to-side. He discovered that
moving up or down with the drone was relatively easy, requiring
him to rotate his arms vertically from the shoulders while his body
set the distance between his hands (making it easier to hold his
relative position.) When Justin tried to move the drone laterally, he

discovered that this required him to coordinate more parts of his
body (rotating his shoulders, extending his elbows, and articulat-
ing his wrists). These different movements could easily unfold at
slightly different speeds and lose his relative position to the drone.
Following this discovery, Justin tried holding his arms in place and
rotating his hips, trying to use his body to maintain the set distance
between his hands. Making sense of these movements required
Justin to oscillate his attention between his individual body parts,
his whole moving body, and the movements of the drone, cycling
between different perspectives to make sense of how his individ-
ual body parts related to the whole of his body and how his body,
in turn, related to the drone. He reflected this relationship in his
interviews, explaining that in order to move laterally, he needed
to consistently be mindful of the "separation between my hands,
number one, and also the separation between myself and the drone."

Nora’s Story – Familiar and unfamiliar: Nora’s habitual way of
moving with her drone was fluid and carefree. When Nora tried
to fly with Justin’s drone, however, this less manoeuvrable drone
would not respond to her. Encountering this estrangement, Nora
reassessed her ways of moving, and gradually adopted a weight
shifting technique to move the drone laterally. She even had to
pay attention to her breathing, as a deep breath could cause her
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hands to drift from the active position. Eventually, Nora locked
her hands at the wrists which stabilised her hands and made it
easier to manoeuvre Justin’s drone. Nora, then, carried these new
movements back to flying with her own drone, using this position
to vigorously bounce her drone up and down in the manner that
eventually flowed into a ballet-like performance.

Fourth Extension: Soma design practice centres on the bodily
experience as our primary sense-making modality [51, 97]. Recent
work has shown that somatic engagement can be a fruitful path to-
wards "learning" about a complex system. Sondoqah and colleagues
demonstrate how intimate, bodily interactions can complement
technical prowess in more precisely probing, understanding, and
determining the capabilities of a technology such as a drone [110].
We observed a similar understanding in Justin’s relationship with
his drone: though he was never shown the complete "inner work-
ings" of the HTTYD system, he discovered and reflected to the
researchers on tiny technical aspects of the system, such as the
inconsistent calibration of tracked space, training times, and flight
dynamics. In a similar vein, mechanical sympathy complements a
somatic approach to learning about machines, alongside mechani-
cal or technical learning. Further, from HTTYD, we have learned
that designing for perception and action sequences – encouraging
movement and action as the primary sense-making modality – can
be a productive strategy to help foster mechanical sympathy.

5.3 Aesthetics Pursuits
The third quality of mechanical sympathy is that of aesthetic pur-
suits, namely that the relationship with the machine evolves into
one that is aesthetically rich and experientially meaningful [24].
Through cultivating mechanical sympathy, each co-creator devel-
oped a sensibility towards what they found desirable to experience
[37]. This ongoing process of sensemaking prompted the articu-
lation of their aesthetic desires or tacit self-knowledge, and, ulti-
mately, this encouraged reflection on what they found meaningful
and fulfilling in their experiences. This reflective process prompted
Nora, Justin, and Tom to articulate their meaning-making with the
system [102]. They often expressed their explorations using rich,
anthropomorphic, metaphorical, or analogous descriptions. Tom
used the analogy of poetry to describe his bodily creativity within
the limitations imposed by the drone: "I was trying to minimize the
number of points I made because otherwise I think it would remove
this interesting constraint from the whole thing which is like trying
to lock into these patterns and these paths. If you just had points
absolutely everywhere, that would be sort of boring to me, like free
form poetry. You have the whole world available to you, so, it is very
hard to make a decision about which thing to use, as opposed to when
you are constrained by the form can be very creative in that form."
Nora anthropomorphized the drone as a means of allowing it to
participate in her creative process. She reflected on her experience
of the drone shifting from being "an object, to being something that
has a personality while she became "more familiar [with it] and then
being more confident [with it] over time, which then gave me more cre-
ative freedom." Justin conjured poetic, metaphorical interpretations
of the relationships between his felt experiences and the technical
parameters of the system: This is now how I visualize the drone – a
mossy stone that is shaped by water flowing over it. The water being

like the cascading movements that I make with my hands. And that
it is shaped by them. I also feel as if I am made of moss as I enter a
really peaceful state of feeling like I am organically interacting with
something. Their articulations shed light on their meaning-making
processes with the system and unique forms of appreciation, that
is, how they cultivated a relationship with the drone, shaped by
their lived experiences, interests, values, and desires [75, 85].

Designing to support aesthetic pursuits: This is perhaps the most
nebulous quality for which to design. Aesthetic appreciation (ap-
preciating what it means to live well) does not simply emerge from
repeated engagement but requires aesthetic willingness. HTTYD is
an interaction that requested much from our co-creators, probing
the boundaries between designer and user by asking them to put
considerable work, effort, and care into the technology before they
could uncover the richness of the system. According to Schön, this
willingness is critical to meaningful experience: “I can tell you that
there is something you need to know, and with my help you may be
able to learn it. But I cannot tell you what it is in a way you can
now understand. I can only arrange for you to have the right sorts of
experiences for yourself. You must be willing, therefore, to have these
experiences” [95, p. 93]. How we "arranged" a system like HTTYD
to offer the "right sorts of experiences" is hard to summarise in a
few simple design choices. However, we engaged deeply with the
somatic experiences that prompted curiosity and reflection [51],
and took care to keep the interaction ambiguous and open-ended
[38], which made space for the co-creators to decide what they
desired to do. In each story, we find examples not only of our co-
creators engaging with the drone in ways that brought meaning
and pleasure, but also deeper reflection on ways of living that held
meaning and value to them.

Tom’s Story: Tom’s relationship with the drone evolved through
purposefulness and premeditation. Tom somatically sensitized him-
self to his drone, meticulously exploring the different movement
possibilities available to him while holding a position. Tom viewed
the limitations of the system as adding needed challenge and re-
ward to his experience; having too many possibilities available to
him removed the challenge of being creative within boundaries.
Tom came to a greater appreciation of how the drone shaped his
movements than he had expected. At the end of the study, Tom
pondered on the experiences that he might be missing because of
his methodical and narrow approach to exploring the system.

Justin’s Story: Justin’s relationshipwith his drone evolved through
highly coordinatedmovement and playful tomfoolery. He slowly be-
came sensitized to the limited manoeuvrability of his drone, which
invited him to re-sensitize himself towards his own movements.
In this way, he became somatically aware of his and his drone’s
capabilities and reconfigured the boundaries of moving together,
moving his body in different ways to compensate for the limitations
of the drone. Justin eventually stopped trying to force the drone
to move and allowed a mutual shaping between himself and the
drone. Towards the end of the study, he engaged with the drone
in a humorous and absurd manner, moving in nonsensical "locked-
limb" poses (to the amusement of his housemates and researchers).
Justin also came to appreciate how the drone had changed him,
allowing him to move in slower, more thoughtful ways than he
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usually engaged, explaining how the system made different experi-
ences available to him by forcing him away from his self-confessed
fast-paced ways of being and doing.

Nora’s Story: Nora’s relationship with her drone evolved subver-
sive play, performativity, and dance. Nora probed the limitations of
the drone – trying to uncover different ways of tricking the system
– as opportunities for creative expression. She allowed for the con-
nection between her and her drone to be broken, letting the drone
spin alone whilst she danced around it. This allowed the drone to
fuel her creative process. In one session, the housemates placed
"stage curtains" on each side of the researcher’s video camera. The
curtains drew apart to reveal Nora standing with the drone held at
chest height while tinny applause rang out from a nearby speaker.
As the melody of "Dance of the Sugar Plum Fairy" began to play,
Nora lifted the drone high above her head and it broke free from
her hands, spinning in place. Nora spun gracefully beneath the
drone. She then leapt to retrieve the drone, in time with the music,
bringing the drone down whilst smoothly dropping to her knees.
Nora continued to break and reconnect with the drone rhythmi-
cally for the duration of the two-and-a-half-minute performance,
whilst Justin made a cameo as a comedic sugar plum fairy, sprinting
across the "stage" before leaping out of frame. At the end of the
study, Nora spoke about how she found joy in performing and how
a playful learning experience offered her a kind of exploration that
she had not engaged in since she was child.

Fifth Extension. The ultimate goal of somaesthetics – the philo-
sophical project drawn on by soma design – is that of somaesthetic
appreciation and self-stylization [105]. Through enhancing our ca-
pacity for somaesthetic appreciation [104], we can enhance our
capacity for experience. Subsequently, one will develop richer per-
ceptions, sensations, judgements, and feelings – all of which open
new meaning-making possibilities and aspirations for how one
might desire to live. Shusterman roots this meliorative process in
the body, and, therefore, a matter of deep somatic engagement
[103]. By adopting a relational perspective, mechanical sympathy
offers soma design a way to cultivate meaningful somaesthetic
relationships with machines. Mechanical sympathy advocates cul-
tivating the soma, not only as a tool for appreciating the world
[104], but as a constitutive part of a human–machine entanglement,
that is, seeking methods to somatically experience ourselves and
our technologies as interconnected and transformative [123], and
the role we play together in cultivating meaningful and fulfilling
human–machine relationships. From HTTYD, we have learned
that – though fostering aesthetic willingness is difficult – leaving
room for the machine to play an active role in shaping somaesthetic
experience can be a fruitful strategy to foster mechanical sympathy.

6 GROUNDING HORIZONTALLY
Finally, we ground the qualities and design strategies for mechan-
ical sympathy in a selection of other works from across the HCI
community: the Very Nervous System [89], Freaky [67], Suspended
Circles [5], and Metaphone [106]. We have chosen these as illustra-
tive examples to demonstrate mechanical sympathy with a variety
of machines and machine-like interactive systems beyond drones.

Very Nervous System. An exemplative account of mechanical
sympathy can be found in David Rokeby’s Very Nervous System.
Very Nervous System was an installation that employed video cam-
eras, an artificial perception system, and a synthetiser to translate
body movements into sound in real-time [89]. Rokeby spent a con-
siderable amount of time – 18 to 20 hours a day – iteratively refining
the installation, using his own body movement to develop the sys-
tem. He recounts: “After setting up my installation in Vancouver, I
was astonished by the fact that it did not seem to respond properly to
other people, and sometimes didn’t notice people at all. I didn’t really
understand the problem until I saw videotape of myself moving in
the installation. I was moving in a completely unusual and unnatural
way, full of jerky tense motions which I found both humorous and
distressing. In my isolation, rather than developing an interface that
understood movement, I’d evolved with the interface, developing a
way of moving that the interface understood as I developed the inter-
face itself ” [90, p.3]. This account succinctly captures the qualities
of machine-agency; namely how the capabilities and limitations of
the system evolved alongside Rokeby as he shaped the system; the
gradual change that cumulatively evolves into a unique human–
machine relationship; and the stark differences that emerge when
others attempted to interact with the system.

Freaky. Other accounts are found in Leahu and Sengers’s Freaky,
an artificial companion attached to one’s chest. The system was
trained to monitor a user’s heart rate and to “freak out” if it per-
ceived them to be experiencing “fear” by beginning to vibrate and
emit intensified sounds [67]. After Freaky reacted to one partic-
ipant, Uma, meeting a friend, she reflected “I remember thinking
when I saw him that I wouldn’t want it to go off right then. But it did.
And then I got really excited thinking that it picked up the emotional
substrate of that encounter: I was exposed emotionally before saying
anything. It [Freaky] participated in the encounter. But it wasn’t clear
what it was [picking up on]. Probably excitement” [67, p. 614]. An-
other participant, Max, found that Freaky prompted them to reflect
on why he was having a strong emotional reaction, with the sys-
tem contributing to his making sense of and reconciling previous
experiences [67, p.614]. Further, according to participant C, Freaky
“act[ed] as a surface on which to project our needs, fears, aspirations,
rewards. It almost feels like therapy: you work with mind objects, but
in an embodied kind of way. . . Isn’t that like transference? Is there a
word for transference to machines?” [67, p. 615]. In these reflections,
we see a process of oscillation as Uma switches between her own
perspective and the alternative perspective of the technology. This
process of somatic sense-making – invited by Freaky – fosters re-
flection on the participants’ personal experiences, opening space to
consider aesthetic pursuits, i.e., alternative or more enriched ways
of living .

Suspended Circles. We also see resonances with mechanical sym-
pathy in Suspended Circles [5]. Through soma design and Dalcroze
eurhythmics, Bang and Fdili Alaoui developed an embodied musical
instrument that invites musicians to experience music as movement
[5]. We find this work evocative as, though the authors’ personal
experiences of Dalcroze eurhythmics drove the design process, the
instrument still left space for other practitioners to pursue their
own aesthetic interests with the instrument. Further, the authors
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discovered a mutual relationality that emerged between the partici-
pants and the system where the instrument played a collaborative
role in choreographing the movements of the participants, as a
partner more than a tool, “the participants were often moving around
the instrument, in the circular space delimited around it, and building
exercises that took advantage of that circularity. The instrument stood
insular, in the middle, with the participants moving around it in a way
that suggested it being another separate body, as expressed through the
‘otherness’ or mysteriousness brought up by the participants” [5, p.9].
With other participants, they observed “the instrument moulding the
musicians’ bodies, and that in turn the musicians moulded the instru-
ment to their creative ideas” [5]. Here, we see mechanical sympathy
reflected in the emergence of creative, aesthetic pursuits in the
relationships between dancer and instrument wherein individual
meaning-making was fostered.

Metaphone. Finally, we see mechanical sympathy reflected in
the distinct aesthetics of Metaphone. Metaphone, by Šimbelis and
colleagues, is an interactive art piece that employs an actuating arm
to draw mandalas using biodata input [106]. Drawing on perspec-
tives from mechanical art – in which bodies and forces aggregate
so that no meaningful differentiation can be made between human
and machine agency – Metaphone actively explores a machine’s
aesthetic potential as a co-creator or actor rather than a tool [106].
“I remember becoming involved in the way the red colour spread out
and how I started to become conscious of how my actions might be
affecting the way the pattern was progressing. Oddly enough I was
not actively thinking of how I could control the painting when I did
things. I was more spontaneously interacting with the movement of
the instrument and then later transforming the sound” [106, p.7].
Here, we again see machine-agency foregrounded explicitly in the
positioning of Metaphone as a co-creator rather than a tool, and
how this, in turn, led to mutually-shaped aesthetic outcomes char-
acteristic of mechanical sympathy.

In these examples, we see similarities in the blurring of bound-
aries between human and machine – through art, dance, and other
creative expressions. Therein, we also see the emergence of new
possibilities for appreciative relationships with machines. We con-
sider our focus on the aesthetics of such interactions as entangled
with questions of what futures our technologies should support;
that technologies can bring about ways of living that hold not only
aesthetic but also ethical value [37]. Though not part of this enquiry,
we see connections to approaches that seek to problematize and
unpack our current conceptions of agency, embodiment, and mate-
rial practices, and whether our research and practices support our
desired technological futures [39, 123]. These represent potentially
fruitful avenues of future enquiry to connect our design concept of
mechanical sympathy to deeper, relational understandings of ethics
in human–technology relations (i.e., alternative ways in which we
can be in the world with technologies). Further, we see synergies
with explorations within HRI and evolutionary robotics (e.g., [1]),
where there is an interest in different ways robots can be trained
or even learn to move on their own. We speculate that mechanical
sympathy as a design concept could support a generative design
approach in these spaces [60, 63].

7 SUMMARY AND CONCLUSION
We have articulated the qualities of mechanical sympathy using
the case of the research product How to Train your Drone. We have
unpacked each quality, detailing how each was intentionally or
unintentionally designed for, how each was encountered in the
system, and how each can extend soma design practice. Further,
we have grounded the concept in similar and tangential works.
To reiterate our contribution, we offer the following summary (as
well as Figure 8). We do not claim this is an exhaustive list of
every possible quality of mechanical sympathy, rather these are the
qualities most apparent from our design case.

Mechanical Sympathy. is a process that leads to a cumulative
appreciation of a machine; a synergy with, or bodily understanding
that someone can develop of, a machine that mutually shapes how
the two can act together. It can be a useful and generative design
concept when designing for deep somaesthetic relationships with
machines.

Three Qualities of Mechanical Sympathy.

(1) Machine-Agency: a machine’s capacity to mutually shape
the person engaging with them. This invites one to:

(a) Cultivate a somatic sensitization and responsivity towards
the capabilities and limitations of a machine, allowing for
the deconstruction and reconfiguration of the different
possibilities for interaction – which can be stimulated by
purposefully accentuating a machine’s capabilities and
limitations.

(b) Appreciate gradual changes to the machine, allowing for
an evolving, temporal, and singular relationship – which
can be encouraged by explicitly enabling someone to shape
a machine.

(c) Appreciate the differences between machines, allowing
for an enhanced appreciation of the unique qualities of a
machine relationship –which can be invited by supporting
such differences to manifest and be explored.

(2) Oscillations: perception-action sequences that characterise
the process of coming to somatically appreciate a machine
- which can be supported by encouraging movement and
action as the primary sense-making modality.

(3) Aesthetic Pursuits: the relationshipwith themachine evolves
into one that is aesthetically rich and experientially mean-
ingful. We have observed that such relationships emerge
when space is left for a machine to play a role as an active
socio-digital material.

Five Extensions of Soma Design to Human–Machine Relationships:

(1) conceptualising, engaging with and designing for apprecia-
tive relationships with machines.

(2) considering the temporal, somatic relationship between a
person and a machine.

(3) considering individual machines as distinctive and idiosyn-
cratic socio-digital design materials.

(4) complementing a somatic approach to learning about ma-
chines, alongside mechanical or technical learning.

(5) cultivating meaningful somaesthetic relationships with ma-
chines.
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Figure 8: Towards bridging somatic understanding and technical learning aboutmachines: An overview ofmechanical sympathy,
framed as an extension of the soma design program towards human-machine interaction.

Ståhl and colleagues have shown how long-term engagement
with rigorously crafted somaesthetic design can offer transforma-
tive or "world-making" experiences [113]. We envision mechanical
sympathy as a similarly transformative design concept, supporting
these transformative reflections by providing the "scaffolding" to
move from reflection on meaningfulness and value towards melio-
rative improvement [96, 107], or, in other words, supporting our
co-creators to actively practice and cultivate these new uncovered
values. This is, we argue, of great import in our current technologi-
cal landscape, where we are increasingly entangled with machines,
as well as other forms of technology. Mechanical sympathy can
serve to, not only better articulate our experiences with technolo-
gies, but probe the shift towards a more relational understanding
of ourselves and our technologies [123]. By attending to how hu-
mans and machines are interconnected and transformative, it is
possible for designers to rethink our practice and how we design
for meaningful human–machine relationships.
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